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evidence is presented for the existence of short-run common features. 

Based on simulation experiments, this paper also shows that the 
forecasting performance can be enhanced by taking into account of 
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1. INTRODUCTION 
 

There are many economic theories that imply comovement of economic 
time series.  It is also a well-known stylized fact that numerous sets of 
economic variables move together.  As comovement among time series data 
has an important implication in modeling the dynamic behavior of economic 
variables, an increasing attention has been devoted to testing for the existence 
of such common components and estimating patterns.  

A substantial research in this area has stemmed from the seminal work on 
cointegration developed by Granger (1983) and Engle and Granger (1987).  
The idea of cointegration is concerned with long-run comovement among 
nonstationary time series, which indicates the existence of common 
stochastic trends.  Another topic in this area is common serial correlation 
feature discussed in Engle and Kozicki (1993), which suggests that many 
stationary series may share common cycles.  

For instance, the RBC (real business cycle) theory suggests that output, 
consumption and investment share ‘common trends’ due to supply shocks 
such as technological changes, which are often characterized as random walk 
processes.  In this case, these nonstationary time series would share 
comoving features, which indicates the existence of cointegrating relations 
among them.  Similarly, many economic variables also share transitory 
shocks such as a demand shock, suggesting the existence of common cyclical 
components which are stationary.  Typical demand shocks may include 
nominal shocks, preference shocks, or external shocks from a foreign country. 
When there exists a linear combination of cyclical components in economic 
variables which does not display serial correlation, these series are said to 
have ‘common cycles’.  Any shocks to common-cycles components in 
multivariate system would have a transitory effect on the variables in the 
system, whereas the shocks to common trends result in a permanent change 
in the variables.  These two types of comoving features have been playing 
an important role in characterizing the dynamics of many economic time 
series. 
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Given the impact of cointegration analysis on both empirical and theoretical 
econometrics, numerous papers have been published on testing for the 
existence of long-run comovements and estimation techniques of 
cointegrating parameters.  However, little attention has been given to 
investigation into the short-run comovement and the implications.  Recently 
the literature on common features has gained some momentum (see 
Anderson et al., 2006 and papers therein).  

It is known that the use of cointegrating restrictions (if correctly imposed) 
leads to efficiency gain in estimating the dynamic models of many economic 
time series.  It is expected that efficiency gain can be enhanced by using 
common-factor restrictions on short-run components (common cycles).  The 
joint use of common-trend and common-cycle restrictions would lead to 
more precise estimates of the dynamic models than those based on common-
trend restrictions alone.  In fact, Issler and Vahid (2001) and Giannone et al. 
(2006) provided evidence that common-factor restrictions on short-run 
components (common cycles) are particularly important for accurate 
estimation of vector error correction models and for impulse-response 
calculations.  Granger (1996) argued that to improve actual forecasts, more 
attention should be paid to including the correct information in the 
conditioning set.  

Econometric models are often used to generate forecasts for future values 
of time series under consideration as well as to identify the relationship 
among the variables, and the presence of cointegrating relations has another 
important implication in forecasting economic time series, in particular, at 
long horizons, as discussed earlier in Engle and Yoo (1987) (see also 
Clements and Hendry, 1995; Lin and Tsay, 1996 and Löf and Franses, 2001).  
It is naturally expected that the forecasting performance of econometric 
models can further be enhanced by incorporating common-cycle restrictions 
as well as common-trend restrictions.  This paper presents evidence that we 
can improve forecasts using information on the short-run and the long-run 
co-movements.  

This paper first discusses the testing procedure for the existence of common 
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cycles among cointegrated variables developed in Vahid and Engle (1993).  
The method is used to examine the extent Korean GDP, consumption, and 
investment share common cycles.  Evidence for the existence of short-run 
common features is presented, which confirms earlier results in this area. 

Based on simulation experiments as well as real data sets, forecasting 
performances of alternative econometric models are then compared.  
Simulation results show that the restricted error correction models, which 
consider common-cycle restrictions as well as cointegrating relations, 
outperform the usual error correction models, which take only long-run 
relations into account.  

This paper is organized as follows.  Section 2 discusses a simple 
theoretical framework for the existence of both common trends and common 
cycles.  Section 3 explains estimation and testing procedures for 
cointegration and common cycles, and presents empirical results.  Section 4 
discusses forecasting performance of alternative econometric models, using 
simulation experiments.  Concluding remarks are in section 5, which 
summarizes the significance of empirical results with a brief discussion about 
potential implications on building econometric models for generating 
forecasts. 
 
 

2. COMMON TRENDS AND COMMON CYCLES 
 

There are many empirical and theoretical models which suggest the 
existence of common features such as common trends and common cycles 
among economic variables (see, inter alia, Vahid and Engle, 1993 and 
Anderson et al., 2006).  A simple and well-known theoretical framework for 
the existence of both common trends and common cycles can be illustrated 
by the standard real business cycle model of King et al. (1988).  As 
discussed in Issler and Vahid (2001), the dynamic stochastic general 
equilibrium model developed by King et al. (1988) suggests that output, 
consumption and investment have a common trend and a common cycle.  If 
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the labor augmenting technological progress, ,tX  follows a random walk 
with a drift that is, 1log( ) log( ) ,t tX X tμ ε−= + +

ty

 the closed-form solutions 
for the logarithms of these variables can be represented as1)

 
ˆlog( ) log( ) log( ) ,t tY X y= + +                (1) 

 
ˆlog( ) log( ) log( ) ,t tC X c tc= + +                (2) 

 
ˆlog( ) log( ) log( ) ,t tI X i ti= + +                 (3) 

 
where  is the output produced in period t,  is the predetermined 
capital stock chosen at  and  is gross investment in period t.  Here, 
y, c, and i are the steady-state values of   and  
respectively, and the hats ( ) denote percent deviations from steady state 
values.  

tY tK
1t − tI

/ ,t tY X /t tC X ,

)t

t

/ ,t tI X
$

If the economy under consideration is stationary, then the growth rates of 
the transformed capital stock,  will be expected to have a 
stationary process, that is, 

ˆ ˆ( /t tk K X≡

1 1
ˆ ˆ
t tk kμ ε−= −  where 1 1.μ <   Furthermore, 

since there exist no transitory parts of technology under the random walk 
assumption it is possible to conjecture that   and  respond only to 

 as followings
ˆ ,ty ˆ ,tc t̂i

t̂k 2)

 

ˆ ˆ ˆˆ ˆ,   ,   .t yk t t ck t t ik ty k c k iπ π π= = = k̂

                                           

               (4) 

 
Therefore, the closed-form solutions for the logarithms of output, 

 
1) The solutions can be obtained under additional specific assumptions on preferences, 
production function and depreciation rates as presented by King et al. (1988), however, the 
similar forms such as (1)-(3) can be also obtained under a quadratic approximation of the 
value function even without the strong assumptions.   
2) As mentioned in King et al. (1988), the π  coefficients can be derived by the assumed 
parameters of preferences and technology of the transformed economy.  



Bonhyuk Gu ⋅ Hahn S. Lee 310 

consumption and investment can be described as linear combinations of a 
random walk part, log( ),tX  which is called the ‘stochastic trend’, plus a 
stationary component,  which is called the ‘cycle’.  ˆ ,tk

Note first that the following linear combinations have no stochastic trend 
 

ˆlog( ) log( ) log( ) log( ) ( ) ,t t yk ck tY C y c π π− = − + − k

tk

c

         (5) 

 
ˆlog( ) log( ) log( ) log( ) ( ) .t t yk ikY I y i π π− = − + −           (6) 

 
It is straightforward to see that “great ratios” are stationary, so that  

 and  are cointegrated, as discussed in Engle and Granger 
(1987).  The existence of two cointegrating relationships indicates that the 
variables share only one common stochastic trend.  

log( ),tY
log( ),tC log( )tI

Also consider the following linear combinations 

 
log( ) log( ) ( ) log( ) log( ) log( ),ck t yk t ck yk t ck ykY C X yπ π π π π π− = − + −  (7) 

 
log( ) log( ) ( ) log( ) log( ) log( ).ik t yk t ik yk t ik ykY I X y iπ π π π π π− = − + −     (8) 

 
These linear combinations having no cyclical component implies that 

  and l  have a common cycle, as pointed out by 
Vahid and Engle (1993).  Consider also the first differences of the 
logarithms of output, consumption and investment defined as 

log( ),tY log( ),tC og( )tI

 

ˆ ˆlog( ) ,  log( ) ,  log( ) .t t yk t t t ck t t t ikY k C k Iε π ε π ε πΔ = + Δ Δ = + Δ Δ = + Δ t̂k  (9) 

 
Given that tε  is white noise, it follows that the growth rates of these 

macroeconomic aggregates are serially correlated due to a single common 
factor,  and hence that the cycles in the growth rates of these variables ˆ ,tkΔ
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are synchronized. 
The example discussed above implies that common trends and common 

cycles for macroeconomic aggregates are the result of the optimizing 
behavior of the representative agent, and are a characteristic of general 
equilibrium models.  A cointegration relationship can be derived from a 
single common factor (a productivity process with the random walk) which 
generates the trend in the variables.  And the common cycles are the results 
from the fact that the transitional dynamics of each variable is also a function 
of a single common factor (the deviation of capital stock from a steady state 
value). 
 
 

3. EMPIRICAL RESULTS 
 

As developed by King et al. (1988) and further discussed by Issler and 
Vahid (2001) in the context of common features, we examine in this section 
whether per-capita income, consumption and investment share common 
cycles using Korean data.  Quarterly data on these variables for the period 
of 1970.Q1-2006.Q4 are available from The Bank of Korea.  The data in 
this paper consists of c = log of per-capita personal consumption, y = log of 
per-capita private output, and i = log of per-capita fixed investment (i.e., 
gross fixed capital formation).  

Many real business cycle models (which are the theoretical background of 
this paper) assume a closed economy.  However, Korea should generally be 
regarded as a small-open economy.  The paper uses an alternative notion of 
real output, obtained by subtracting net export from gross domestic output 
(GDP), to filter out foreign factors from the data.  

The plots of (logged) per-capital real output, consumption and investment 
are presented in figure 1.  The data are extremely smooth and appear to be 
trending in the long-run, which are typical of most ( )1I  variables.  Notice 
also that the data display similar short-run behavior. 

In order to check whether the three series y, c, and i are non-stationary, we 
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Figure 1  Logged Per-capita Real Output, Consumption and Investment 
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 Note: As mentioned above, GDP in the figure is different from the usual measure of GDP. 

 
Table 1  Augmented Dickey-Fuller Unit Root Tests 

 t-Statistic Prob.1)

y  –1.377611 0.5918 

c  –1.311880 0.6232 

i  –1.727930 0.4151 
Note: 1) MacKinnon (1996) one-sided p-values.  

2) The critical values at the 1%, 5% and 10% are –3.4755, –2.8813, –2.5774, respectively. 

 
test for unit roots in these variables.  As shown in table 1, the real flow 
variables y, c, and i appear to be characterized as ( )1I  processes. 
  

3.1. Test for Common Trends  
 

Tests for cointegration can be carried out by using the maximum- 
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lik

 of the test results is presented in table 2, which shows the 
tra

cointegration space is 
ob

 
which indicates that there are two cointegrating vectors close to 

tios’ are

elihood approach of Johansen, which is available on many statistical 
package programs such as EViews and STATA.  In order to adequately 
capture the dynamics of the series under consideration, it is first needed to 
determine p , the required number of lags in the VECM.  In doing so, the 
paper starts by estimating VARs of different lengths in levels and select one 
with the smallest SC (Schwarz criterion).  A VAR of order 2 turns out to 
minimize the SC, which suggests a VECM of order 1 if the series are 
cointegrated.  

The outcome
ce statistics and, the 1% and 5% critical values.  The data support the 

existence of two cointegrating relationships (and hence only one common 
stochastic trend) among the three variables y, c, and i. 

A normalized version of point estimates for the 
tained as 
 

0.95 1 0
ˆ ,

1.04 0 1
α

−⎛ ⎞
′ ⎜ ⎟=

⎜ ⎟−⎝ ⎠
 

( 1,  1,  0)′−  
and ( 1,  0,  1) ,′−  respectively.  Such result implies that ‘great ra  
( )0I .  In fact, the joint null hypothesis that ( 1,  1,  0)′ processes −  and 

 

Table 2  Johansen Cointegration Tests1)  

Hypothesized Eigen Value Statistic 
1% Critical Trace 5% Critical 

no. of CE(s) Values Values 

None 0.20427 60.5627 34.91 41.07 

At most 1 0.14631 27.2019 19.96 24.60 

At most 2 0.02774 4.1067 9.24 12.97 

No iews  to test gration. te: 1) The EV  5.1 is used  for cointe
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( 1,  0,  1)′−  are a basis for the cointegrating space is not rejected.3)  This 
finding is 

3.2. Test for Common Cycles  

Given the finding that output, consumption and investment have one 
st

consistent with earlier results in King et al. (1991), and Issler and 
Vahid (2003) observed on U.S. data. 

 

 

ochastic trend, the next step is to test whether there exist common cycles 
among these variables.  In order to test for common cycles, the canonical-
correlation analysis developed in Vahid and Engle (1993) is applied to the 
VECM with the cointegration restrictions, ( 1,  1,  0)′−  and ( 1,  0,  1) .′−   
The testing procedure for common cycles can be ed as fo

 
summariz llows 

) Compute the sample squared canonical correlations between {(i log( ),tyΔ  
  log( ),tcΔ log( )tiΔ }  a n d  { 1 1log( / ),t tc y− −Δ 1 1log( / ),t ti y− −Δ 1log( ),ty −Δ  

1log( ),tc −Δ  1log( )i }, labe ,tλ  1, 2, 3.j =  t−Δ led 
 

i) Test whether the first smallest s canonical correlations are zero by 

 

(i
computing the statistics 

1
log(1 ),

s

i
i

T λ
=

− −∑  

 
which has a limiting 2χ -distribution with ( ) ( )s np r s n s+ − −  
degrees of freedom4) under the null, where r  
cointegrating relationships (in this case, 2r

is the number of 
= ).  

 
                                            

⎞
⎟

.

3) The test statistic for restrictions on the cointegrating space  is obtained 

as =1.929983, with p-value=0.380986. 

0 ˆ
1 1 0
1 0 1

H α′=
−⎛
⎜−⎝ ⎠

2 (2)χ
4) Since p=1 in this VECM, the degrees of freedom equals ( )s sγ +  
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Table 3  Vahid and Engle Common-cycle Tests1)

Squared 

Cor 1) 

St s
(

5% 
Critical Null Hypotheses 

Test 
atistic

degrees of
freedom) Value 

Canonical 
relations ( )

i
λ

0.6432 24.99 Current and all smaller ( )
i
λ52.19 (15)  are zero 

0.4154 17.87  (8) 15.51 Current and all smaller ( )
i
λ  are zero 

0.2911 5.69   (3) 7.81 Current and all smalle r ( )
i
λ  are zero 

Note: 1 nonical an be ated . 

Table 4  Cointegrating and Cofeature Vectors 

 

) The ca  correlations c  calcul  using CANON in STATA 9  

 

y  c  i  

Cointeg ation 1 –1.0 0 1.00 0.0r 0 0 00 

Cointegration 2 –1.000 0.000 1.000 

Cofeature 1.000 -0.983 1.084 

 
he outcome of the test results is presented in table 3.  At the 5% 

si
T

gnificance level, the hypothesis that the smallest canonical correlation is 
zero cannot be rejected, which implies that the cofeature rank s equals 1.  
The paper concludes that there exist two common cycles among these 
variables.  The cofeature vector, obtained as the canonical covariate 
corresponding to the smallest canonical correlation after normalization, is 
presented in table 4. 

Since n r s= +  holds in this case, we can derive a special trend-cycle 
decomposition of the data, as discussed in Issler and Vahid (2003).  Given 
the observation that there exists one common stochastic trend in this system, 
the trend component of output, consumption and investment is the same, 
which is generated by the linear combination of the data that uses the 
cofeature vector.  These variables will have cycles that combine two distinct 
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I(0) serially correlated components, which are in turn generated by the linear 
combinations of the data using the cointegrating vectors. 

 
 

4. FORECASTING PERFORMANCES 

An attempt is made in this section to assess the implication of common-
cy

forecasting performances, the whole sample is 
di

 

 

cle restrictions on forecasting performance, based on small simulation 
experiments.  The forecasting performance of the restricted vector error 
correction model (RVECM) (which considers common-cycle restrictions as 
well as cointegrating relations) is compared with three alternative models 
which take neither short-run restrictions nor cointegrating restrictions into 
account.  The unrestricted vector error correction model (UVECM) which 
considers of only cointegrating relations is compared with the RVECM to 
examine whether it is worth incorporating the information on short-run 
dynamics in addition to the knowledge of cointegrating relationship.  The 
usual VAR model in differences (DVAR) with no restrictions is considered.  
Finally, the naïve model (Naive), which generates forecasts by simply 
providing the current values for all forecasting horizons, is also considered to 
assess the improvement in forecasts using any a priori information.  The 
UVECM is used as the basic forecasting framework, and three alternative 
models (RVECM, DVAR, Naïve) are compared to examine the relative 
forecasting performances.  

In order to evaluate the 
vided into estimating and forecasting sub-samples as follows. Initial 

estimates of the alternative forecasting models are first obtained for the 
period of 1970.Q1-1999.Q2 to start the out-of-sample forecasts for the first 
forecasting subsample, consisting of 30 data points for the periods of 
1999.Q3 and onwards, which results in one-step to 30-step ahead forecasts.  
The models are then estimated for the period of 1970.Q1-1999.Q3 to 
generate forecasts for the periods of 1999.Q4 and afterwards, which results in 
one-step to 29-step ahead forecasts.  The parameter estimates of the 
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forecasting models are recursively updated in this fashion as new 
observations become available from the previously forecasting subsamples, 
until we estimate the forecasting models for the period 1970.Q1-2006.Q3, 
which is used to generate just a single one-step-ahead forecast.  It is 
assumed that there are two cointegrating relations among the three variables 
in both the UVECM and RVECM throughout the estimating periods. 

For each forecasting horizon, the square root of the average of the trace of 
er

 

ror-covariance matrix is used, which is calculated from the forecast errors 
as follows 

31

1
( ) [ ( ) ( ) /(31 )],    1,  2,  ,  20,

h

t t
t

RMSE h trace e h e h h h
−

=

′= − =∑ K     (10) 

 
where ( )te h  denotes the vector of h-step-ahead forecast error, which 

nds up with 30 one-step-ahead forecasts, and 29 two-step-
ah

.  The first 
co

reduces to the usual RMSE (root mean squared error) measure in univariate 
forecasting.   

The paper e
ead forecasts, the RMSE-type measures are calculated using 30 forecast 

errors for one-step-ahead forecasts, 29 forecast errors for two-step-ahead 
forecasts, until there are twenty-step-ahead forecasts, for which 11 forecast 
errors are used.  The choices of using the last 30 observations in forecasting 
evaluation and of the longest forecasting horizon are made to keep the 
estimating subsamples sufficiently large; this also keeps the forecasting sub-
samples relatively large to obtain reliable forecasting evaluation. 

The results of forecasting comparison are presented in table 5
lumn gives the forecasting horizons, and next to which the RMSE-

estimates of the UVECM are provided.  Notice first that the RMSE-
statistics increase with forecasting horizon, which is expected when forecasts 
for unit-root nonstationary variables are generated.  The remaining columns 
show the ratios of the RMSE for alternative forecasting models to that of the 
UVECM.  The ratios are in percentages so that values less than 100 indicate 
that the corresponding RMSE-measures are smaller than those of the UVECM. 
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Table 5  Forecasting Comparison for y, c, and i 

Forecasting 
Horizon UVECM RVECM DVAR Naïve 

1 0.109 93.80 103.17 99.28 

2 0.109 95.25 102.93 98.94 

3 0.212 93.56 103.50 101.05 

4 0.222 93.93 104.78 101.76 

5 0.312 92.47 105.01 99.99 

6 0.423 94.40 106.98 102.18 

7 0.413 96.03 106.32 102.24 

8 0.430 98.56 107.64 101.52 

9 0.531 97.93 108.29 101.52 

10 0.560 99.38 109.00 103.72 

11 0.631 99.57 108.42 104.15 

12 0.642 99.38 108.70 102.90 

13 0.632 99.31 109.73 104.14 

14 0.675 99.43 110.54 105.23 

15 0.742 99.15 112.30 106.43 

16 0.823 99.06 113.44 107.62 

17 0.842 97.04 114.92 108.12 

18 0.923 97.94 115.87 109.54 

19 0.944 99.80 116.95 108.73 

20 1.144 98.25 117.01 109.96 
Note: 1) The forecasting performance of UVECM is given as the RMSE-statistics, and those 

for other forecasting models show the ratios of the RMSE for alternative forecasting 
models to that of the UVECM.  

 
As expected, the RVECM appears to outperform alternative models 

including the UVECM for all forecasting horizons.  The relative forecasting 
performance of the RVECM compared to the UVECM turns out to be better 
in short-term forecasts than in long-term forecasts, which is expected given 
that the information on the common feature is concerned with short-term 
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dynamics. N he UVECM 
-term forecasts, although the improvement seems rather small.  

S ult i cted s dvantag e RVECM  the 
UVE  stems f e short-run on-cycle restrictions.  However, as 
long horizon f s are gen sequenti ed on shorter-term 
forec ts, the init ent in short-term forecasts is expected to carry 
over to long-term sts.  
  The simple VAR model with differences ) fares  in 
particular for long-term forecasts  differen the RMS tics 
increase with for g horizon s observation is consistent with that 
of Lin and Tsay (19  that correct specification of the num  
roots provides better forecasts.  It pay  to take the information on the long-
run relationship into account in generating forecasts. 

Naive forecasts (which are si given by rrent va  all 
forecasting horizons) turn out to  better t  UVECM ort-
term recasts.  also prov cent fore  medium ong 
horizons.  This  contrasts e observ  Hall, An and 
Granger (1992), where the error correction mo s to a r  in 
RM over the model.  The RVECM co  favorab the 
naiv odel for all forecasting horizons.  The failure of obtaining 
significantly better forecasts via the econometr ls is suggestive of 
possible model m ification.

T asic obse  drawn fr  RMSE m s in table t it 
is worth incorporating the inform n the sho ynamics in addition 

based o   
Further sed on simulated data are also carried out 

 order to assess the improvement in forecasts using the information on 
co

otice that the RVECM compares favorably with t
even in long

uch a res s not expe ince the a e of th  over
CM rom th  comm

er- orecast erated ally bas
as ial improvem

 foreca
(DVAR poorly

.  The ces in E-statis
ecastin .  Thi

96) in ber of unit
s

 
mply  the cu lue for
perform han the  for sh

 fo They ide de casts in  and l
finding  with th ation in derson 

del lead eduction
SE naive mpares ly with 
e m

ic mode
is-spec    

he b rvation om the easure  5 is tha
ation o rt-run d

to the knowledge of a cointegrating relationship.  As the result in table 5 is 
n a single data set but the paper cannot draw too strong a conclusion. 
 simulation experiments ba

in
mmon features.  The models used in the simulation are trivariate VAR (1) 

models generated by two different specifications: (i) the UVECM 
(unrestricted error correction model on which only long-run restriction 
imposed) and (ii) the RVECM (restricted error correction model with both 
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long-run and short-run restrictions).  The innovation series are sequences of 
three-dimensional i.i.d. standard normal vectors with zero mean and identity 
covariance matrix generated by the GAUSS random number generator.  The 
estimates presented in table 4 are chosen as the coefficients of each model 
used to generate data.  Specifically, the models are generated by  

 

tDy 1 1 ,t I t tz A Dyβ ε− −+ +                      (11) =

 

[ ] 11
1

1

 ,t
t t

t

z
y B A

y
β ε−−

−

⎡ ⎤
Δ = +⎢ ⎥Δ⎣ ⎦

                 (12) 

 

ty⎛ ⎞
⎜ ⎟

where ,t t

t

y c

i

⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎝ ⎠

  

1 1,t tz yα− −′=   

1 1 0
,

1 0 1
α

−⎛ ⎞
′ ⎜ ⎟=

⎜ ⎟−⎝ ⎠
 

1

0.892 0.060 0.327

0.488 0.329 0.004 ,

0.237 0.007 0.014

A

− −⎛ ⎞
⎜ ⎟
⎜ ⎟= − −
⎜ ⎟
⎜ ⎟−⎝ ⎠

 

0.007 0.001

0.003 0.009 ,

0.025 0.037

β

−⎛ ⎞
⎜ ⎟
⎜ ⎟= − −
⎜ ⎟
⎜ ⎟−⎝ ⎠
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1 0.983 1.804 0 1 0 0

0 1 0  and ~ 0 , 0 1 0 .

0 0 1 0 0 0 1

tB Nε

⎡ ⎤−⎛ ⎞ ⎛ ⎞ ⎛ ⎞
⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟=
⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟

⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦

  

 
The whole sample consists of 150 data points, and 

used for estimation is 120 in order to get reasonable parameter estim   
One-step to 30-step ahead forecasts are generated at different reference 
points, starting at 121 and onwards, until the paper r
observation in the simulated data.  There exists 30 one-step-ahead forecasts, 
and 29 two-step-ahead forecasts until there are 11 twenty-step-ahead 
forecasts.  Similarly to (10), the paper computes the square root of the 

or-covariance matrix for each forecasting horizon 

 

  

the smallest sample size 
ates. 

eaches the last (150th) 

average of the trace of err
as follows 

 

100 31

1
tr

= 1
( ) ( ) /(31 )

( ) ,   1,  2,  ,  20,
100

h

j t t
j t

ace e h e h h
RMSE h h

−

=

⎡ ⎤′ −∑ ∑⎢ ⎥⎣ ⎦= = K   (13) 

 
where tes the total number of data sets used in the 
simulation. 

The results of forecasting comparison of four alternative forecasting 
models for the two different data generating processes (DGP) are 
respectively given in tables 6 and 7.  As in table 5, the first column gives the 
forecasting horizons, and the second column the RMSE-statistics of the 
UVECM.  The remaining columns show the ratios of the RMSE for 
alternative forecasting models to that of the UVECM.  The ratios are in 
percentage so that values less than 100 indicate that the corresponding 
RMSE-measures are smaller than those of the UVECM.    

Table 6 shows the RMSE-statistics when the data are generated by the 
UVECM in (11).  In this case, the UVECM compares favorably with other 

1,  2,  ,  100j = L  deno
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Table 6  Forecasting Comparison of Alternative Models for the 
UVECM Specification 

Forecasting 
Horizon UVECM RVECM DVAR Naïve 

1 3.432 103.43 103.22 103.19 
2 3.544 102.91 103.50 103.24 
3 3.565 102.50 104.09 103.96 
4 3.589 103.22 104.87 104.16 
5 3.589 103.01 105.22 104.10 
6 3.590 102.22 105.50 104.20 
7 3.590 102.30 106.09 104.31 
8 3.600 102.49 107.87 104.43 
9 3.611 103.22 107.81 104.52 

10 3.615 102.00 109.20 104.60 
11 3.628 103.33 110.37 104.62 
12 3.636 102.7  111.07 104.27 0
13 3.654 102.87 112.31 104.88 
14 3.661 102.65 113.28 105.21 
15 3.679 102.30 114.95 105.56 
16 3.732 101.44 115.96 105.28 
17 102.92 116.30 106.29  3.744 
18 3.750 102.90 117.73 106.82 
19 3.805 102.95 117.95 107.11 
20 3.808 102.01 118.76 107.60 

Note: The forecasting performance of UVECM is given as the RMSE-statistics, and those for 
other forecasting models show the ratios of the RMSE for alternative forecasting models 
to that of the UVECM.  

 
forecasting models including the RVECM, which is somewhat expected 
given that the true DGP follows an unrestricted UVECM.  In particular, 
long-term forecasts of the UVECM outperform those of the DVAR and 
Naive models which do not use cointegration restrictions. As long as the 
knowledge of cointegrating relationship is incorporated as in the RVECM, 
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Table 7  Forecasting Comparison of Alternative Models for the 
RVECM Specification 

Forecasting 
Horizon UVECM RVECM DVAR Naïve 

1 4.252 99.06 102.29 102.11 

2 4.782 99.97 102.98 102.23 

3 5.290 99.30 103.88 103.85 

4 5.558 98.21 104.45 103.97 

5 5.607 99.94 105.62 104.22 

6 5.860 99.98 106.99 104.89 

7 5.908 99.21 107.58 105.20 

8 6.004 99.20 107.88 105.41 

9 6.119 99.22 108.96 105.90 

10 6.425 99.15 109.00 106.11 

11 6.608 99.18 110.21 106.80 

12 6.832 99.20 112.08 107.43 

13 6.996 99.22 113.24 107.48 

14 7.098 99.22 114.75 107.80 

15 7.205 99.21 115.66 107.91 

16 7.231 99.05 116.82 108.10 

17 7.423 98.90 117.86 108.92 

18 7.509 98.93 118.90 109.28 

19 7.643 99.01 120.39 109.60 

20 7.754 99.05 121.84 109.90 
Note:

how the ratios of the RMSE for alternative forecasting models 
to that of the UVECM.  

 The forecasting performance of UVECM is given as the RMSE-statistics, and those for 
other forecasting models s

 
however the cost of misspecification in the short-run dynamics seems rather 
small.  As expected, the RVECM outperforms DVAR and Naive models, 
which use no comovement restrictions at all in long-term forecasts.  

On the other hand, the DVAR model with no error correction term 
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perfo s to 
consider the long-run relationship in generating forecasts.  Notice that the 

pares poorly with the Naive model, in particular, for long-term 
fo

Table 7 presents the results of the forecasting rison wh ata 
are generated by VECM i   While ferences t so 
critical, the RVECM produces b recasts t  UVECM h is 
again pected a the corre ification of error correcti els. 
This result indicates that it is w corporat informat the 
short-run dynami ddition to g-run rel p.  

The DVAR pe worse wh pared to e when  are 
generated by UVECM as neither the short-run n -run restrictions are 
incorporated in the VAR model. model (which simp ces 
the current value for generating forecasts) turns out to compare fairly well 
with the DVAR for all forecasting horizons.   

In summary, the forecasting com son of the two alternative fore
models (RVECM  UVECM) shows that it pays to account for the 
additional information on the comm cles in generating future values of 
the series under investigation.  T  of more information concerning the 
short-run dynami improve forecasts. 

ONCLU G REM  

The cointegration literature suggests that forecast errors may ced 

used .  This paper investigates whether the forecasting 
erformance can be enhanced by taking into account short-run dynamics.  

hort-run 
co

rms worst for all forecasting horizons indicating that it certainly pay

DVAR com
recasts. 

 compa en the d
 the R n (12).  the dif  are no

etter fo han the , whic
 ex s it is ct spec on mod

orth in ing the ion on 
cs in a the lon ationshi
rforms en com  the cas the data

or long
 The Naive ly produ

pari casting 
vis-à-vis

on cy
he use

cs can 
 
 

5. C DIN ARKS
 

be redu
by incorporating the knowledge of cointegrating relationship into models 

 to generate forecasts
p
Using estimation and testing procedures presented in section 3, we first 
examine to what extent Korean GDP, consumption, and investment share 
common cycles, and evidence is presented for the existence of s

mmon features.  The results indicate that output, consumption and 
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investment share both one common trend and two common cycles that is 
consistent with the implication of the standard real business cycle theory.   

Although it is frequently criticized for focusing primarily on technology 
shocks and on optimal competitive equilibria, the real business cycle analysis 
ca

l stock from the 
st

 alternative models (restricted 
vi

r suggest that some of the usual 
VECM specifications do not effectively use all the information available.   
Such results enable us to improve ou understanding of both short-run and 
long-run dynamics e it in a statistical 
model so that the forecasting performa can be enhanced.  It is possible to 
im

 

n provide reasoning on the existence of common features among many 
economic variables.  According to the theory, output, consumption and 
investment have a common trend caused by the technological progress, 
capital accumulation and/or population growth, which would have a 
permanent effect on many economic time series.  Similarly, a shock to the 
single common factor such as a short-run deviation of capita

eady state can also lead to a comoving pattern in GDP, consumption and 
investment.  Such shocks are typically related with the demand side of the 
economy: namely, nominal shocks, preference shocks, or external shocks 
from a foreign country.  

Based on the forecasting performance of two
s-à-vis unrestricted error correction models), it is also found that the 

restricted error correction models, which consider common-cycle restrictions 
as well as cointegrating relations, outperform the usual error correction 
models, which take only long-run relations into account.  

The observations presented in this pape

r 
in economic time series, and to captur

nce 
prove forecasts by using more information on short-run common features.  

The results in this paper suggests that testing for common cycles should 
always precede econometric estimation whenever short-run co-movements 
are likely to be present.   

While some interesting observations are presented in this paper by 
employing the common-cycle approach, much work still remains to be done.  
There is a need to consider various forms of common features discussed in 
Anderson et al. (2006) and papers therein, and to develop estimation 
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procedures for cointegrating vectors under common-feature restrictions. 
There are also some practical problems to investigate for future empirical 
ap

 J. Granger, “Cointegration and error correction: 

tures,” Journal of 

“Common cycles and the importance of transitory 

plications, for instance, the importance of forecasting horizons in 
forecasting evaluation and the finite sample and asymptotic properties of the 
common-cycle tests adopted here. 
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